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Abstract

We propose both robust and data-driven approaches to a fluid model of call centers that incorpo-

rates random arrival rates with abandonment to determine staff levels and dynamic routing policies.

Resulting models are tested with real data obtained from the call center of a US bank. Computa-

tional results show that the robust fluid model is significantly more tractable as compared to the

data-driven one and producing better solutions to call centers in most experiments.

1 Introduction

Telephone call centers have become an important means for many organizations to communicate ef-

fectively with their customers. From a management perspective, the two main problems of these call

centers are staffing and call routing. The staffing problem addresses how to schedule staff (agents) in

different working shifts. The call routing problem addresses how incoming calls need to be routed to

appropriate agents. In general, these two problems are very difficult to solve due to the high complexity

of modern call centers. Gans et al. (2003) discuss in detail these issues of modeling and analyzing call

centers. Most of the studies of call centers focus on a single pool of identical agents and the square-root

safety staffing rule is generally recommended (see Gans et al. (2003), Section 4.1). For call centers with

multiple customer classes and multiple agent pools, the staffing problem is more difficult since the rout-

ing problem has to be solved at the same time. Gurvich and Whitt (2006) propose a fixed-queue-ratio

routing scheme for call centers with many agent pools. In an actual call center environment, arrival
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rates are random and temporally varying as opposed to the usual assumption of constant or known

arrival rates (see Brown et al. (2005) and reference therein). Customer abandonment also needs to be

taken into account. Harrison and Zeevi (2005) propose a staffing method for multi-class/multi-pool call

centers with uncertain arrival rates with a known probabilistic structure of arrival rates and customer

abandonment. Bassamboo and Zeevi (2007) take a data-driven approach using historical call arrival

data to approximate the distribution of the arrival rate process for the same call center model.

Contributions and Paper Outline

In this paper, we develop a fluid model to solve both the staffing and routing problem for large multi-

class/multi-pool call centers with random arrival rates and customer abandonment. Given historical

data, we propose a) a data-driven and b) a robust optimization approach for this call center problem.

Specifically, our contributions and structure of the paper are as follows:

(1) In Section 2, we propose a discrete fluid model for call center systems and take a data-driven

approach to determine staff levels and construct appropriate dynamic routing policies. This model

addresses the randomness of arrival rates and customer abandonment. We show that the resulting

model is a linear optimization problem.

(2) In Section 3, we apply the robust optimization approach to the call center problem. We introduce

a simple uncertainty set for arrival rates based on some structural properties of optimal queueing

and routing solutions.

(3) In Section 4, we compare the performance of solutions obtained from the two approaches, data-

driven and robust optimization. We report computational results from simulations for some

customer-agent network designs with call center data obtained from SEESTAT software (see

Trofimov et al. (2006)). These results show that the proposed robust fluid model is signifi-

cantly more tractable as compared to the data-driven model and producing better solutions in

most experiments.

2 A Discrete Fluid Model for Call Centers

2.1 Fluid Model Formulation

We consider general call centers with multiple customer classes and multiple agent pools. Let I be

the set of customer classes, |I| = m, and J be the set of agent pools, |J | = n. Let A ∈ R
m×n be
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the customer-agent connectivity matrix: aij = 1 if agents in pool j can serve customers from class i;

otherwise, aij = 0. We consider the discretized planning interval [0, T ], which is divided into T unit

periods indexed from 1 to T . At each time t, t = 0, . . . , T , let qi(t) ≥ 0 be the number of class-i

customers waiting in queue, i ∈ I, and sij(t) ≥ 0 be the number of class-i customers being served in

pool j, j ∈ J . In each period t, t = 1, . . . , T , we observe λ̃i(t) class-i customers arrive, i ∈ I. There are

ãi(t) class-i customers who abandon the queue, 0 ≤ ãi(t) ≤ qi(t− 1), while l̃ij(t), 0 ≤ l̃ij(t) ≤ sij(t− 1),

is the number of class-i customers leaving the system after being served in pool j, j ∈ J , in period t.

Under the fluid approximation scheme, we introduce the abandonment rate θi < 1 and the service rate

µij < 1 such that ãi(t) = θiqi(t − 1) and l̃ij(t) = µijsij(t − 1) for all t = 1, . . . , T . We need to allocate

uij(t) ≥ 0 class-i customers who are in the queue to each agent pool j, j ∈ J .

The system dynamics is formulated as follows:







qi(t) = (1 − θi)qi(t − 1) −
∑

j∈J uij(t) + λ̃i(t)

sij(t) = (1 − µij)sij(t − 1) + uij(t)
. (1)

for all t = 1, . . . , T , i ∈ I, j ∈ J .

In this call center problem, we need to decide the agent pool capacity bj(s) for all j ∈ J and

s = 1, . . . , S, assuming there are S uniform shifts in the planning interval. Given the uncertainty in

arrival rates, we also want to predetermine the portion dij(t) ≥ 0 of each agent pool j ∈ J reserved

for class-i customers, i ∈ I, in each period t, t = 1, . . . , T . The dynamic routing policy will be

implemented to maintain this customer-agent allocation throughout the planning interval. We then

have
∑

i∈I dij(t) = bj(⌈tS/T ⌉) and the capacity constraints become sij(t) ≤ dij(t) for all t = 1, . . . , T ,

i ∈ I, j ∈ J .

We would like to minimize the staffing cost, waiting and abandonment penalty. The cost function

can be written as follows:
S

∑

s=1

∑

j∈J

cjbj(s) +

T
∑

t=1

∑

i∈I

(kq
i + ka

i θi)qi(t), (2)

where cj , kq
i , and ka

i are the appropriate cost coefficients for all i ∈ I and j ∈ J .

Setting qi(0) = 0 and sij(0) = 0 for all i ∈ I, j ∈ J as initial conditions, we obtain the final discrete
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fluid formulation for call centers as follows:

min
∑S

s=1

∑

j∈J cjbj(s) +
∑T

t=1

∑

i∈I(kq
i + ka

i θi)qi(t)

s.t. qi(t) = (1 − θi)qi(t − 1) −
∑

j∈J uij(t) + λ̃i(t), t = 1, . . . , T,

qi(t), uij(t) ≥ 0, t = 1, . . . , T,

sij(t) = (1 − µij)sij(t − 1) + uij(t), t = 1, . . . , T,

0 ≤ sij(t) ≤ dij(t), t = 1, . . . , T,

qi(0) = 0, sij(0) = 0, i ∈ I, j ∈ J ,
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj ≥ 0, j ∈ J .

(3)

We introduce some additional definitions which will be used later in the paper. Let Q(D, Λ̃,M ,θ)

be the total waiting and abandonment penalty, which is the optimal value of the following optimization

problem:

minQ,S,U

∑T
t=1

∑

i∈I(kq
i + ka

i θi)qi(t)

s.t. qi(t) = (1 − θi)qi(t − 1) −
∑

j∈J uij(t) + λ̃i(t), t = 1, . . . , T,

qi(t), uij(t) ≥ 0, t = 1, . . . , T,

sij(t) = (1 − µij)sij(t − 1) + uij(t), t = 1, . . . , T,

0 ≤ sij(t) ≤ dij(t), t = 1, . . . , T,

qi(0) = 0, sij(0) = 0, i ∈ I, j ∈ J .

(4)

where D ∈ R
m×n×T , Λ̃ ∈ R

m×T , M ∈ R
m×n, and θ ∈ R

m. The fluid model is then rewritten as follows:

minb,D C(b,D, Λ̃,M ,θ)

s.t.
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S,

(5)

where C(b,D, Λ̃,M ,θ) =
∑S

s=1

∑

j∈J cjbj(s) + Q(D, Λ̃,M ,θ). We also notice that the penalty

Q(D, Λ̃,M ,θ) is separable with respect to customer classes, Q(D, Λ̃,M ,θ) =
∑

i∈I Qi(Di, λ̃i,µi, θi),

or C(b,D, Λ̃,M ,θ) =
∑S

s=1

∑

j∈J cjbj(s)+
∑

i∈I Qi(Di, λ̃i,µi, θi), where Qi(Di, λ̃i,µi, θi) is the wait-

ing and abandonment penalty due to class-i customers, i ∈ I.
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2.2 Data-Driven Approach with Risk Aversion

Data for call centers include arrival data, service rates and abandonment rates. Historical arrival data

λ̃i ∈ R
T are collected from K planning intervals in the past, λ1

i , . . . ,λ
K
i , which show the uncertainty

and time-varying property of arrival rates. The service rates can be generated from historical call-by-

call service time data. According to Gans et al. (2003), many call centers use the grand historical

averages for service rates. They are usually assumed to be managerial decisions for capacity-planning

purposes. In addition, time-varying service rates will significantly affect the tractability of our model.

Therefore, we assume that µij is set to be constant for all planning periods in this paper. We use the

abandonment model discussed by Harrison and Zeevi (2005), which is considered as a standard model

in call center modeling. In this model, we assume that there is an exponential distributed random

variable τ associated with each customer class i with mean 1/θi. A class-i customer will abandon the

queue if his/her waiting time in the queue exceeds τ units of time. The abandonment rates can then

be generated by historical call-by-call waiting times of customers who abandon the queue. Similar to

the service rates, we assume that either the averages of all historical abandonment data are used or a

managerial decision is made for the values of abandonment rates θi, i ∈ I for all planning intervals. We

also assume that the time discretization is fine enough for every customer to stay in the system at least

one unit period on average, which implies µij < 1 and θi < 1 for all i ∈ I, j ∈ J .

Given all historical data, the total cost can be calculated as C(b,D, Λ̃
k
,M ,θ) for each k, k =

1, . . . ,K. Traditionally, we solve the problem of minimizing the expected cost

E[C(b,D, Λ̃,M ,θ)] =
1

K

K
∑

k=1

C(b,D, Λ̃
k
,M ,θ)

to find solutions for b and D. In this paper, we take risk into account and assume that decision

makers are risk averse. Consider the set U of non-decreasing convex disutility functions for risk-averse

costs, we would like to find solutions b and D that produce reasonably low expected disutility value

E[U(C(b,D, Λ̃,M ,θ))] for some U ∈ U . Bertsimas and Thiele (2006) have applied this approach for

newsvendor problems.

Utility theory and stochastic dominance has been studied intensively in economics and finance for

expected returns instead of costs. To be simple, we consider the equivalent problem of maximizing the

value R(b,D, Λ̃,M ,θ) = −C(b,D, Λ̃,M ,θ) and the set Ū of non-decreasing concave utility functions

for risk-averse returns. Conversion between the set U for risk-averse costs and Ū is straightforward with

the notion of negative returns. The main question then becomes finding solutions b and D that produce

reasonably high expected utility value E[U(R(b,D, Λ̃,M ,θ))] for some U ∈ Ū .

5



The function set Ū relates to the notion of second-order stochastic dominance. The random variable

X̃ dominates the random variable Ỹ by second-order stochastic dominance if E[U(X̃)] ≥ E[U(Ỹ )] for

all U ∈ Ū (with at least one strict inequality). This means we should look for b and D such that

the corresponding random variable R(b,D, Λ̃,M ,θ) likely dominates others by second-order stochastic

dominance. Levy (2006) presents various stochastic dominance rules in terms of cumulative distributions

and also distribution quantiles. Let qα(X̃) be the (lower) α-quantile of X̃ ,

qα(X̃) := inf{x |P(X̃ ≤ x) ≥ α}, α ∈ (0, 1),

then the second-order stochastic dominance can be characterized as follows:

Theorem 1 (Levy (2006)) X̃ dominates Ỹ by second-order stochastic dominance if and only if

∫ α

0
qa(X̃)da ≥

∫ α

0
qa(Ỹ )da, ∀α ∈ (0, 1)

with at least one strict inequality.

This quantile condition can also be expressed as ESα(X̃) ≤ ESα(Ỹ ) for all α ∈ (0, 1), where the

expected shortfall ESα(X̃) is defined as follows:

ESα(X̃) := −
1

α

∫ α

0
qa(Ỹ )da, α ∈ (0, 1).

According to Theorem 1, if we choose to minimize the expected shortfall for a fixed value of α, we

get a non-dominated solution. It means that no other solution can improve the expected utility value

of the return for all risk-averse decision makers. We also have:

lim
α→0

ESα(X̃) = − inf X̃, lim
α→1

ESα(X̃) = −E[X̃].

This shows that if we vary α, the solution will vary form the most conservative (but robust) solution

to the solution of the risk-neutral problem.

Applying this approach to our problem, we obtain the following minimization problem:

minb,D ESα(R(b,D, Λ̃,M ,θ))

s.t.
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S.

(6)
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Given the historical data, the expected shortfall can be estimated non-parametrically. We order the

values R(b,D, Λ̃
k
,M ,θ) in an increasing order,

R(b,D, Λ̃
(k)

,M ,θ) ≤ R(b,D, Λ̃
(k+1)

,M ,θ), ∀k.

Define Kα = ⌊Kα + (1 − α⌋ for α ∈ [0, 1]. Kα takes all values from 1 to K when α varies from 0 to 1

with K0 = 1 and K1 = K. The expected shortfall is then estimated as follows:

ESα(R(b,D, Λ̃,M ,θ)) ≈ −
1

Kα

Kα
∑

k=1

R(b,D, Λ̃
(k)

,M ,θ).

If we again order C(b,D, Λ̃
k
,M ,θ) in an increasing order, then the minimization problem defined

in (6) is equivalent to the following problem:

minb,D
1

Kα

∑K
k=K−Kα+1 C(b,D, Λ̃

(k)
,M ,θ)

s.t.
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S.

(7)

We are going to prove the following theorem:

Theorem 2 Problem (7) is equivalent to the following linear program:

min v + 1
Kα

∑K
k=1 wk

s.t. v + wk ≥
∑S

s=1

∑

j∈J cjbj(s) +
∑T

t=1

∑

i∈I(kq
i + ka

i θi)q
k
i (t), k = 1, . . . ,K,

qk
i (t) = (1 − θi)q

k
i (t − 1) −

∑

j∈J uk
ij(t) + λ̃k

i (t), t = 1, . . . , T, k = 1, . . . ,K,

qk
i (t), uk

ij(t) ≥ 0, t = 1, . . . , T, k = 1, . . . ,K,

sk
ij(t) = (1 − µij)s

k
ij(t − 1) + uk

ij(t), t = 1, . . . , T, k = 1, . . . ,K,

0 ≤ sk
ij(t) ≤ dij(t), t = 1, . . . , T, k = 1, . . . ,K,

qk
i (0) = 0, sk

ij(0) = 0, i ∈ I, j ∈ J , k = 1, . . . ,K,

wk ≥ 0, k = 1, . . . ,K,
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S.

(8)

Proof. We have, the sum
∑K

k=K−Kα+1 C(b,D, Λ̃
(k)

,M ,θ) can be calculated using the following linear

program:

maxx

∑K
k=1 C(b,D, Λ̃

k
,M ,θ)xk

s.t.
∑K

k=1 xk = Kα,

0 ≤ xk ≤ 1, ∀ k = 1, . . . ,K.
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Applying strong duality, we can calculate the given sum using the dual problem:

minv,w Kαv +
∑K

k=1 wk

s.t. v + wk ≥ C(b,D, Λ̃
k
,M ,θ), ∀ k = 1, . . . ,K,

wk ≥ 0, ∀ k = 1, . . . ,K.

Thus, we can rewrite Problem (7) as follows:

min v + 1
Kα

∑K
k=1 wk

s.t. v + wk ≥ C(b,D, Λ̃
k
,M ,θ), ∀ k = 1, . . . ,K,

wk ≥ 0, ∀ k = 1, . . . ,K,
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S.

We have: C(b,D, Λ̃,M ,θ) =
∑

j∈J cjbj + Q(D, Λ̃,M ,θ), where Q(D, Λ̃,M ,θ) is the optimal

value of the minimization problem defined in (4). The constraint v + wk ≥ C(b,D, Λ̃
k
,M ,θ) will be

unchanged if we replace the optimality for Q(D, Λ̃,M ,θ) by its corresponding feasibility due to the

nature of the constraint.

Using these arguments, Problem (7) can then be reformulated as follows:

min v + 1
Kα

∑K
k=1 wk

s.t. v + wk ≥
∑S

s=1

∑

j∈J cjbj(s) +
∑T

t=1

∑

i∈I(k
q
i + ka

i θi)q
k
i (t), k = 1, . . . ,K,

qk
i (t) = (1 − θi)q

k
i (t − 1) −

∑

j∈J uk
ij(t) + λ̃k

i (t), t = 1, . . . , T, k = 1, . . . ,K,

qk
i (t), uk

ij(t) ≥ 0, t = 1, . . . , T, k = 1, . . . ,K,

sk
ij(t) = (1 − µij)s

k
ij(t − 1) + uk

ij(t), t = 1, . . . , T, k = 1, . . . ,K,

0 ≤ sk
ij(t) ≤ dij(t), t = 1, . . . , T, k = 1, . . . ,K,

qk
i (0) = 0, sk

ij(0) = 0, i ∈ I, j ∈ J , k = 1, . . . ,K,

wk ≥ 0, k = 1, . . . ,K,
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S.

�
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3 Robust Optimization Approach

The robust optimization approach proposed in this section considers all possible worst-case scenarios

regarding arrival rates. If arrival rates belong to the uncertainty set Uλ, then we need to solve the

following problem:

minb,D

∑S
s=1

∑

j∈J cjbj(s) + maxΛ∈Uλ Q(D,Λ,M ,θ)

s.t.
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S.

(9)

If we assume the separability of the uncertainty set Uλ with respect to customer classes, Uλ =
∏

i∈I Uλ
i where Uλ

i ⊂ R
T
+ for all i ∈ I, then the robust formulation can be written as follows:

minb,D

∑S
s=1

∑

j∈J cjbj(s) +
∑

i∈I maxλi∈Uλ
i
Qi(Di,λi,µi, θi)

s.t.
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S.

(10)

To analyze the above robust formulation, we focus on properties of Qi(Di,λi,µi, θi), which is the

optimal value of the following optimization problem:

minqi,Si,Ui

∑T
t=1(k

q
i + ka

i θi)qi(t)

s.t. qi(t) = (1 − θi)qi(t − 1) −
∑

j∈J uij(t) + λi(t), t = 1, . . . , T,

qi(t), uij(t) ≥ 0, t = 1, . . . , T,

sij(t) = (1 − µij)sij(t − 1) + uij(t), t = 1, . . . , T,

0 ≤ sij(t) ≤ dij(t), t = 1, . . . , T,

qi(0) = 0, sij(0) = 0, j ∈ J .

(11)

We will consider Di such that the above optimization problem is feasible. The following proposition

shows that Qi(Di,λi,µi, θi) increases in λi(t):

Proposition 1 Let Qi(Di,λi,µi, θi) be the optimal objective of problem defined in (11). For any

t = 1, . . . , T and δ > 0,

Qi(Di,λi + δe(t),µi, θi) ≥ Qi(Di,λi,µi, θi),

where e(t) is the t-th unit vector in R
T .
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Proof. Consider the modified optimization problem

Q′
i(Di,λi,µi, θi) = minqi,Si,Ui

∑T
t=1(k

q
i + ka

i θi)qi(t)

s.t. qi(t) ≥ (1 − θi)qi(t − 1) −
∑

j∈J uij(t) + λi(t), t = 1, . . . , T,

qi(t), uij(t) ≥ 0, t = 1, . . . , T,

sij(t) = (1 − µij)sij(t − 1) + uij(t), t = 1, . . . , T,

0 ≤ sij(t) ≤ dij(t), t = 1, . . . , T,

qi(0) = 0, sij(0) = 0, j ∈ J .

(12)

We will prove that Qi(Di,λi,µi, θi) = Q′
i(Di,λi,µi, θi). Let (q∗i (t), s

∗
ij(t), u

∗
ij(t)) be an optimal solution

of the problem defined in (11). Clearly, (q∗i (t), s
∗
ij(t), u

∗
ij(t)) is a feasible solution for (12). Thus

Qi(Di,λi,µi, θi) ≥ Q′
i(Di,λi,µi, θi).

Now consider an optimal solution (q′i(t), s
′
ij(t), u

′
ij(t)) of the problem defined in (12). We will prove

that if q′i(t + 1) > (1− θi)q
′
i(t)−

∑

j∈J u′
ij(t + 1) + λi(t + 1) for some t = 0, . . . , T − 1 then q′i(t + 1) = 0.

Assume that there exists t such that q′i(t+1) > (1−θi)q
′
i(t)−

∑

j∈J u′
ij(t+1)+λi(t+1) and q′i(t+1) > 0.

Replacing q′i(t + 1) by q′i(t + 1) − ǫ for some 0 < ǫ < q′i(t + 1) such that

q′i(t + 1) − ǫ > (1 − θi)q
′
i(t) −

∑

j∈J

u′
ij(t + 1) + λi(t + 1).

If t < T − 1, we have:

q′i(t+2) ≥ (1− θi)q
′
i(t+1)−

∑

j∈J

u′
ij(t+2)+λi(t+2) > (1− θi)(q

′
i(t+1)− ǫ)−

∑

j∈J

u′
ij(t+2)+λi(t+2).

Thus the new solution is feasible with lower cost as kq
i + θik

q
i > 0 (contradiction). This implies that if

q′i(t + 1) > (1 − θi)q
′
i(t) −

∑

j∈J u′
ij(t + 1) + λi(t + 1) for some t = 0, . . . , T − 1 then q′i(t + 1) = 0.

Now consider an optimal solution (q′i(t), s
′
ij(t), u

′
ij(t)) such that q′i(t+1) > (1−θi)q

′
i(t)−

∑

j∈J u′
ij(t+

1) + λi(t + 1) and q′i(t + 1) = 0 for some t = 0, . . . , T − 1. We will construct another optimal solution

(q′′i (t), s′′ij(t), u
′′
ij(t)) in which additional equality q′′i (t+1) = (1− θi)q

′′
i (t)−

∑

j∈J u′′
ij(t+1)+λi(t+1) is

obtained. We have: (1− θi)q
′
i(t)−

∑

j∈J u′
ij(t+1)+λ(t+1) < 0, thus

∑

j∈J u′
ij(t+1) > (1− θi)q

′
i(t)+

λi(t + 1) ≥ 0. Let ∆ =
∑

j∈J u′
ij(t + 1) − [(1 − θi)q

′
i(t) + λ(t + 1)] > 0 and define

u′′
ij(t + 1) = u′

ij(t + 1) −
u′

ij(t + 1)
∑

k∈J u′
ik(t + 1)

∆, ∀ j ∈ J .

We have: 0 ≤ u′′
ij(t+1) ≤ u′

ij(t+1) for all j ∈ J and if we define s′′ij(t+1) = (1−µij)s
′
ij(t)+u′′

ij(t+1),

we then have 0 ≤ s′′ij(t+1) ≤ s′ij(t+1). Similarly, let s′′ij(τ +1) = (1−µij)s
′′
ij(τ)+u′

ij(τ +1) ≤ s′ij(τ +1)
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for all τ ≥ t+1, we maintain the problem feasibility while keeping other solution values. We can repeat

this procedure for all t such that q′i(t+1) > (1− θi)q
′
i(t)−

∑

j∈J u′
ij(t+1)+λi(t+1). Thus there exists

an optimal solution (q′i(t), s
′
ij(t), u

′
ij(t)) such that q′i(t + 1) = (1 − θi)q

′
i(t) −

∑

j∈J u′
ij(t + 1) + λi(t + 1)

for all t = 0, . . . , T − 1. This implies that it is a feasible solution for problem defined in (11). Therefore,

we have:

Qi(Di,λi,µi, θi) ≤ Q′
i(Di,λi,µi, θi).

From these two results, we obtain Qi(Di,λi,µi, θi) = Q′
i(Di,λi,µi, θi).

We only consider Di such that (11) is feasible. In addition, kq
i + θik

a
i > 0 and qi(t) ≥ 0 for all

t = 1, . . . , T ; therefore, 0 ≤ Q′
i(Di,λi,µi, θi) < +∞. This implies that the dual problem is feasible and

strong duality holds. Let πi(t) ≥ 0, pij(t) ≤ 0, and rij(t), t = 1, . . . , T , j ∈ J , be the dual variables

with respect to the set of constraints qi(t) ≥ (1 − θi)qi(t − 1) −
∑

j∈J uij(t) + λi(t), sij(t) ≤ dij(t), and

sij(t) = (1 − µij)sij(t − 1) + uij(t) respectively, the dual problem is formulated as follows:

max
∑T

t=1 πi(t)λi(t) +
∑T

t=1

∑

j∈J pij(t)dij(t)

s.t. πi(t) − (1 − θi)πi(t + 1) ≤ kq
i + θik

a
i , t = 1, . . . , T,

πi(t) − rij(t) ≤ 0, j ∈ J , t = 1, . . . , T,

rij(t) − (1 − µij)rij(t + 1) + pij(t) ≤ 0, j ∈ J , t = 1, . . . , T,

πi(T + 1) = 0, pij(T + 1) = 0, j ∈ J , t = 1, . . . , T,

πi(t) ≥ 0, pij(t) ≤ 0, j ∈ J , t = 1, . . . , T.

We have: rij(t) ≥ πi(t) ≥ 0 and pij(t) ≤ 0 for all j ∈ J , t = 1, . . . , T , thus the dual problem has

extreme points. Therefore, we have:

Qi(Di,λi,µi, θi) = max
k=1,...,K

T
∑

t=1

πk
i (t)λi(t) +

T
∑

t=1

∑

j∈J

pk
ij(t)dij(t),

where (πk
i (t), pk

ij(t), r
k
ij(t)) are dual extreme points, k = 1, . . . ,K.

Assume that Qi(Di,λi,µi, θi) =
∑T

t=1 πk̄
i (t)λi(t)+

∑T
t=1

∑

j∈J pk̄
ij(t)dij(t) for some k̄, we then have:

Qi(Di,λi + δe(t),µi, θi) = max
k=1,...,K

T
∑

τ=1

πk
i (τ)λi(τ) +

T
∑

τ=1

∑

j∈J

pk
ij(τ)dij(τ) + δπk

i (t)

≥

T
∑

τ=1

πk̄
i (τ)λi(τ) +

T
∑

τ=1

∑

j∈J

pk̄
ij(τ)dij(τ) + δπk̄

i (t)

≥ Qi(Di,λi,µi, θi)

Thus we have: Qi(Di,λi + δe(t),µi, θi) ≥ Qi(Di,λi,µi, θi) for all δ > 0 and t = 1, . . . , T . �
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This property of Qi(Di,λi,µi, θi) shows if Uλ
i =

{

λi ∈ R
T
+ : λi(t) ≤ λ̄i(t), ∀ t = 1, . . . , T

}

for some

λ̄i ∈ R
T
+, then

max
λi∈Uλ

i

Qi(Di,λi,µi, θi) = Qi(Di, λ̄i,µi, θi). (13)

Given historical data λk
i , k = 1, . . . ,K, we can calculate the mean arrival rates λ̄i(t) and its standard

deviation σλ
i (t) for all t = 1, . . . , T . Define the uncertainty sets with the parameter Γ ≥ 0 as follows:

Uλ
i (Γ) =

{

λi ∈ R
T
+ : λi(t) ≤ λ̄i(t) + Γσλ

i (t), ∀ t = 1, . . . , T
}

. (14)

The following theorem shows the robust formulation with these uncertainty sets:

Theorem 3 The robust formulation (9) with uncertainty set Uλ(Γ) =
∏

i∈I Uλ
i (Γ), where Uλ

i (Γ) is

defined in (14), is equivalent to the following linear programming:

min
∑S

s=1

∑

j∈J cjbj(s) +
∑T

t=1

∑

i∈I(kq
i + ka

i θi)qi(t)

s.t. qi(t) = (1 − θi)qi(t − 1) −
∑

j∈J uij(t) + λ̄i(t) + Γσλ
i (t), t = 1, . . . , T,

qi(t), uij(t) ≥ 0, t = 1, . . . , T,

sij(t) = (1 − µij)sij(t − 1) + uij(t), t = 1, . . . , T,

0 ≤ sij(t) ≤ dij(t), t = 1, . . . , T,

qi(0) = 0, sij(0) = 0, i ∈ I, j ∈ J ,
∑

i∈I dij(t) ≤ bj(⌈tS/T ⌉), t = 1, . . . , T,

dij(t) ≥ 0, t = 1, . . . , T,

bj(s) ≥ 0, s = 1, . . . , S.

(15)

Proof. Apply the result shown in (13) for the uncertainty set Uλ
i (Γ) for all i ∈ I. �

4 Computational Results

4.1 Dynamic Routing Policy

The optimal off-line customer-agent allocation for the whole planning interval, dij(t), t = 1, . . . , T ,

obtained from either data-driven or robust optimization approach, allows us to generate a dynamic

routing policy for the call center system. There are two main cases in which a routing decision needs

to be made. The first case is when a customer arrives and there are more than one agent pool with

available agents that can serve that customer. The second case is when an agent finishes serving a

customer and there is more than one customer queue from which customers can be served by the agent.

12



At each time t, the number of class-i customers being served by agents in pool j, sij(t), is known.

If a class-i customer arrives at time t, let Ji(t) = {j ∈ J : µij > 0, sij(t) ≤ bj − 1}. A routing decision

needs to be made when |Ji(t)| > 1. The selected agent pool belongs to the set

arg min
j∈Ji(t)







sij(t) −
dij(t)

∑

k∈Ji(t)
dik(t)

∑

k∈Ji(t)

sik(t)







,

where ties are broken by (faster) service rate and arbitrarily afterwards.

Similarly, if an agent in pool j finishes serving a customer, let Ij(t) = {i ∈ I : µij > 0, qi(t) > 0},

where qi(t) is the number of class-i customers waiting in queue at time t. A routing decision needs to

be made when |Ij(t)| > 1. The selected customer class belongs to the set

arg min
i∈Ij(t)







sij(t) −
dij(t)

∑

k∈Ij(t)
dkj(t)

∑

k∈Ij(t)

skj(t)







,

where ties are broken by (higher) staff cost and arbitrarily afterwards. This policy clearly helps us to

maintain the predefined off-line customer-agent allocation.

In addition, when additional agents are added at the beginning of a new shift, a routing decision

needs to be made if there are customers waiting in queue at that time. The waiting customers are

ranked according their waiting penalty. One by one, these ranked customers will be routed according

to the policy set out in the first case until there is no more possible customer-agent match.

4.2 System Simulation

In this paper, we obtain historical arrival data from a US bank study using the SEESTAT software.

Given an arrival rate sample path, the arrival process is assumed to be a non-homogeneous Poisson

process, which can be simulated by the thinning procedure described in Ross (1997). Service times are

exponentially distributed as usual. Each abandonment rate θ is associated with maximum waiting time

of customers before abandoning the call, which is exponentially distributed with mean 1/θ as mentioned

in Section 2.2. The call center system with its staff capacity information and the off-line customer-

agent allocation is then simulated using a discrete event-based simulation. The dynamic routing policy

is implemented as described in the previous section. Simulation results are used to measure the system

performance for different staffing and customer-agent allocation settings.

The two proposed models, either data-driven or robust optimization one, are parameterized models.

The data-driven approach is parameterized by α, the quantile, while the robust optimization one by

Γ, the robust degree. We adopt training, validation, and testing approach to both models by dividing
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the historical data set into three subsets, namely training, validation, and testing subsets. We use the

training subset to construct optimal solutions with respect to different values of the model parameter.

The validation set is for selecting the best parameter value via simulation and finally, we use the testing

set to measure the performance of the selected models.

Using the SEESTAT software, we can extract arrival data, service times, and abandonment rates

for different customer classes from a US bank study. There are several customer classes and we focus

on the six classes with highest arrival rates. They are retailer (class 1), premium (retailer) (2), business

(3), customer loans (4), telesales (5), and online banking (6). We also consider only five agent pools,

which correspond to retailer (pool 1), business (2), customer loans (3), telesales (4), and online banking

(5) customers. We will use these customer classes and agent pools in different network designs which

are discussed in later sections.

There are approximately N = 300 weekdays which are recorded and we will use all of these records

to generate historical data. The planning interval is set to be from 6:00 to 18:00, which has 720 minutes

(T = 720). There are 24 30-minute shifts (S = 24) to be considered. The mean arrival rates of these six

customer classes are plotted in Figure 1. We also show an arrival rate sample of retailer customers, the

customer class with highest arrival rate, in the same figure. On the other hand, average service times

and abandonment rates are shown in Table 1. If a customer is served by an agent from different pools,

we will assume that the average service time is increased but at most 10%.

Customer class Retailer Premium Business Loans Telesales Banking

Service time (seconds) 225.86 283.43 224.70 256.14 379.32 389.19

Abandonment rate (%) 0.51 0.33 1.15 1.17 2.24 0.54

Table 1: Average service times and abandonment rates of six customer classes

In order to construct the training, validation, and testing sets, we generate a random permutation

and select 150 samples for the training set while each of validation and testing set has 75 samples. We

code both data-driven and robust models in C and solved with CPLEX 9.1 solver using a Unix machine

of 4×3GHz and 4×2GB RAM. Due to the sparse structure of the two linear optimization formulations,

we use barrier method as the solving method for both models, which saves a very significant amount of

computation time over the default dual-simplex method. We solve the data-driven model with values

of the quantile α between 0.0 and 1.0 with the increments of 0.1. The maximum robust degree Γ is set

to be 3.0 and same increments of 0.1 are applied.
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Figure 1: Average arrival rates of six customer classes obtained from the US bank study

4.3 Computational Results

We apply the two proposed models for some canonical network designs presented in Gans et al. (2003),

starting with the simplest design I with one customer class and one agent pool to more complicated

designs, V, N, and W, which are shown in Figure 2. We will also consider complicated designs which

consist of up to six customer classes and five agent pools mentioned in the previous section.

4.3.1 Network Design I

We choose the retailer customer class, which has the highest arrival rate, to work with the simple

network design I. Figure 3 shows one random path of arrival data of this customer class. We set the

staff cost to be 0.50 per agent per unit time while waiting and abandonment penalty are set to be 1.00

per customer per unit time and 2.00 per customer respectively.

In order to compare computational results of two models, we plot mean-standard deviation frontiers

of total costs with respect to different parameters, quantiles and robust degrees for data-driven and

robust model respectively, using validation arrival data in Figure 4. For both models, the average total

costs increase when the conservative level increases (decrease of the quantile or increase of the robust

degree) while the cost standard deviation decreases. The data-driven model yields the best solutions

with α between 0.7 and 1.0 with the average total cost of 96, 000.00 and the cost standard deviation of
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Figure 2: Simple network designs I, V, N, and W

Figure 3: A random arrival sample path of retailer customer class used with the network design I
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2, 000.00 approximately. The optimal cost obtained from the robust model is 89, 522.24 when Γ = 1.5.

However, the cost standard deviation is significantly high with this solution, 10, 068.96. According to

Figure 4, we can increase Γ to obtain better solution than the one from data-driven model in terms

of both average total cost and the cost standard deviation. For example, if Γ = 1.8, we get about

5% decrease in average cost while the cost standard deviation is the same as that of the data-driven

model. If we want solutions with smaller cost standard deviation, clearly, the solutions obtained from

robust model are also better than those from the data-driven model (smaller average cost with smaller

standard deviation).

Figure 4: Mean-standard deviation frontiers of two models for network design I

For this simple network design, the routing policy is simply first-in-first-out and the staff capacity is

the only factor that determines the system performance. We plot here the numbers of agents obtained

from the data-driven model with α = 0.9 and robust model with Γ = 1.8 in Figure 5. The graph

shows that robust solution requires more staff in the afternoon while the data-driven solution requires

more staff around noon. Using these solutions with testing data, we get the average total cost and the

cost standard deviation of 95, 756.31 and 433.52 for data-driven solution while those of robust solution

are 91, 984.97 and 1, 353.62. The data-driven solution obtains smaller standard deviation, which can

be explained probably by the similarity in the arrival trends between training and testing data sets.

However, robust solution still has smaller average total cost as in the case with validation arrival data.
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This means that arrival uncertainty can be captured well on average with this simple robust model.

Another advantage of the robust model is the computational time. We record computational times for

both data-driven and robust models and results are shown in Table 2. Clearly, there are significant

differences in computational times between data-driven and robust model with this network design I.

Model I V N W C1 C2 C3

Data-driven 99.89 1139.02 3272.33 12, 896.35 26, 866.48 28, 692.35 44, 469.47

Robust 0.08 0.22 0.46 0.68 1.51 2.93 3.45

Table 2: Average computational times (in seconds) for both models with different network designs

Figure 5: Number of agents in 24 shifts obtained from both models for the network design I

4.3.2 Network Design V

We consider the premier retailer customer class as the second class in the network design V. Due

to the importance of this customer class, we set waiting and abandonment penalty to 2.00 and 5.00

respectively. The training, validation, and testing sets are again generated randomly. Similar to the

case of the network design I, the mean-standard deviation frontiers are plotted in Figure 6 to evaluate

the performance of the two models.
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Figure 6: Mean-standard deviation frontiers of two models for the network design V

These computational results show that in terms of average total cost, the robust solution is better

than the data-driven one, 91, 176.95 with Γ = 1.6 versus 100, 780.79 with α = 1.0. However, the

cost standard deviation obtained from this robust solution is much higher (9, 789.45) than that of the

data-driven solution (3, 245.26). Similar to the previous case, if we increase the robust degree, we

still get smaller average total cost while the cost standard deviation is approximately that of the best

data-driven solution. According to Figure 6, if Γ = 1.9, the average total cost is 94, 558.04 and the

cost standard deviation is 3, 443.73. Using this robust solution with testing data, we again get smaller

average cost (97, 781.88 as compared to 101, 250.17) but higher standard deviation (27, 005.29 versus

4, 456.55). According to computational results, all testing data get total waiting and abandonment

penalty of less than 30, 000.00 if the data-driven solution is used. On the other hand, the robust solution

results in significantly higher penalty for two arrival paths, approximately 45, 000.00 and 240, 000.00,

which explains why the cost standard deviation is much higher. The result shows that the data-driven

solution is probably more tailored to the testing data. This becomes more important as the routing

policy is now more complicated than just the simple first-in-first-out policy, which depends on the arrival

patterns. Having said that, we still have smaller average total cost when using the robust solution and

the computational time is also much smaller than that of the data-driven solution, 0.22 seconds as

compared to 1136.02 seconds (see Table 2), which is a significant gain in computational time.
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4.3.3 Network Design N

We now assume that premier retailer customers can be served by agents from another agent pool, the

business agent pool. The staff cost for this agent pool is 0.40 per agent per unit time, which is lower

than the cost of retailer agents. The mean-standard deviation frontiers obtained from two solutions are

plotted in Figure 7.

Figure 7: Mean-standard deviation frontiers of two models for the network design N

According to Figure 7, the data-driven model obtains the best average total costs when α between

0.7 and 1.0 with reasonable cost standard deviation. The robust model with Γ = 1.7 has the slightly

higher average total cost but smaller cost standard deviation. If we need solutions with smaller standard

deviation, the robust model again provides better solutions than the data-driven counterpart.

Using α = 0.8 and Γ = 1.7 as selected parameters for two models, we examine the solutions by

plotting numbers of agents of the second agent pool in Figure 8. The graph shows that the second

agent pool is used more under the robust model than the data-driven one. The latter solution is more

fluctuating, probably due to the fact that data-driven approach is more data-dependent than the robust

one.

We now test two solutions with the testing data set. The results of average total cost and standard

deviation are (103, 650.96; 71, 744.74) and (106, 705.80; 91, 980.43) for the data-driven and robust solu-

tion respectively. As compared to results from validation arrival data, the standard deviations from
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Figure 8: Number of agents in 24 shifts obtained from both models for the second agent pool

testing data are much higher. The reason is that there is a single arrival sample with significantly high

arrival rate (see Figure 9), which results in more than 600, 000.00 of waiting and abandonment penalty

while the average total penalty is no more than 10, 000.00. If this arrival sample is removed from the

testing set, the cost and standard deviation results are (95, 373.31; 2, 909.75) and (96, 087.75; 2, 176.06)

respectively. The robust solution yields higher average total cost but smaller cost standard deviation.

The result also shows that both models do not perform well if arrival data change significantly from

the past data. If more conservative solutions (higher average cost with smaller standard deviation) are

needed to encounter these exceptions, the robust model probably can provide better solutions accord-

ing the mean-standard deviation frontiers. The computational time is again another advantage of the

robust model over the data-driven model (see Table 2).

4.3.4 Network Design W

In order to build the network design W, we add the business customer class into the existing system.

The waiting and abandonment penalty are set to be 2.00 and 4.00 respectively for this customer class.

The mean-standard deviation frontiers of two models are plotted in Figure 10.

Under this network design, we again get the best data-driven solutions when α is between 0.7 and 1.0.

The best robust solution with similar cost standard deviation is the solution with Γ = 1.9, which also
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Figure 9: The arrival sample path of retailer customer class which yields the highest waiting and

abandonment penalty

Figure 10: Mean-standard deviation frontiers of two models for the network design W
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yields similar average total cost. If we would like to consider more conservative solutions, we can select,

for example, α = 0.7 and Γ = 2.1, with which the cost standard deviations decrease while the average

total costs slightly increase. Using these solutions with testing data, we obtain the results of average

total cost and cost standard deviation of (108, 572.07; 2, 236.25) and (109, 053.97; 5, 353.57) for data-

driven and robust model respectively. The results show that the data-driven solution is slightly better

than the robust counterpart with this network design if we select model parameters as above. This is

also due to the fact that the routing policy is more complicated with this network design and it depends

greatly on actual arrival data, which gives the data-driven approach an advantage. However, similar to

other cases, the robust approach again has a significant advantage with respect to computational time,

especially when the network design is bigger (see Table 2).

4.3.5 Complicated Network Designs

In this section, we work with three network designs which are more complicated. The network designs

C1, C2, and C3 are shown in Figure 11 and 12. The largest network C3 consists of all six customer

classes and five agent pools. The cost parameters are written in Table 3.

Figure 11: Network design C1 and C2

The mean-standard deviation frontiers of both models for these three network designs are plotted

in Figure 13, 14, and 15 respectively. The results show that the robust model performs as well as

the data-drive model in most cases, especially when conservative solutions are needed. The robust

solution generates smaller variation in the total cost. In the case when the data-driven model is better
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Figure 12: Network design C3

Customer class Retailer Premium Business Loans Telesales Banking

Waiting penalty 1.00 2.00 2.00 1.50 1.50 1.50

Abandonment penalty 2.00 5.00 4.00 4.00 3.00 3.00

Agent pool Retailer Business Loans Telesales Banking -

Staff cost 0.50 0.60 0.60 0.50 0.60 -

Table 3: Customer waiting and abandonment penalties and agent personnel costs

in terms of cost expectation, the relative difference is small (5% for C3) as compared to the difference in

computational time. Table 2 shows this huge difference for all three network designs. For the network

design C3, the robust approach needs less than 4 seconds while the data-driven approach takes more

than 12 hours on average.

We have presented computational results for different network design, from simple canonical designs

to complicated ones with data obtained from a US bank study using the training, validation, and

testing approach. In terms of average total cost, the data-driven model obtains the best solution with

reasonable cost standard deviation when α between 0.8 and 1.0 with these data from the study. Similarly,

the suitable value of Γ for the robust model is around 2.0. The robust model outperforms or at least

performs as well as the data-driven counterpart for most of the network designs, especially if we want

more conservative solutions. In some cases, the data-driven approach is slightly better with less than

5% improvement in total cost with the same cost variation as compared to the robust approach. In
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Figure 13: Mean-standard deviation frontiers of two models for the network design C1

Figure 14: Mean-standard deviation frontiers of two models for the network design C2
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Figure 15: Mean-standard deviation frontiers of two models for the network design C3

terms of computational time, the robust model can be solved significantly faster than the data-driven

model in all cases. The more complicated network design is, the more significant the time difference

is. It shows that the proposed robust model produces better solutions than those obtained from the

risk-averse data-driven approach in most experiments with a huge difference in the computational time.
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